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Figure 1. Computational Fluid Dynamics (CFD) Main Components
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Abstract
The Unified Process Management System (UPMS) is a 
valuable Computational Fluid Dynamics (CFD) analy-
sis tool that utilizes NASA’s CFD codes: PAB3D, 
CFL3D and TLNS3D. Each of these CFD codes has a 
specific format for input files. The choice of a particular 
CFD code depends upon its reliability for a particular 
class of flow, its ease of use and the availability of 
technical support. However, it is difficult to find a CFD 
code that combines all of these requirements. Even 
simple modifications in problem definition would re-
quire extensive alterations to these formats. Often, users 
must be trained by CFD code suppliers to enable them 
to model the problem correctly, and to use the available 
options in the code efficiently. 

Familiarization with more than one code becomes 
difficult when seeking CFD solutions for a particular 
configuration. The UPMS alleviates these difficulties 
with the use of an expert Graphical User Interface 
(GUI) system. The system also includes interactive 
adaptive grid capabilities and grid modification pro-
cesses. The significance of this work is its flexibility in 
allowing these CFD structured grid codes to be coupled 
with the UPMS without any modifications whatsoever 
to the CFD solvers. It automatically generates docu-
mentation of code-independent project/ problem setup 
in engineering terms. The UPMS was written in the 
object-oriented and highly portable JAVA program-
ming language.  

Introduction
With the recent emphasis on cheaper 

access to space, several of the current and 
planned X-airplane research programs are 
studying hypersonic, air-breathing, and 
single-stage-to-orbit vehicles. These vehicles 
require efficient methods for analyzing high-
speed flows. References [1-8] describe some 
of the CFD codes which are used to analyze 
high-speed flows. The hypersonic flows are 
extremely complex. However, an advanced 
CFD system will prove to be the most 
suitable to simulate these complex high-
speed flight conditions. 

The advent of high-speed computers with enhanced 
utilities has rendered simulation and visualization of 
complex fluid dynamic phenomena possible. In addi-
tion, the development and improvement of distributed 
computer libraries (MPICH and LAM) will allow the 
expansion of computer power to continue at a fast pace, 
thereby enabling the design engineer to obtain flow 
solutions for more complex problems. Advanced turbu-
lence models, including multi-equation models, can 
closely simulate the physics for turbulent flow. Results 
obtained through such analysis compare well with ac-
tual results. Such efforts have heightened the faith in 
numerical simulation and have led to the numerical 
simulation codes becoming more widely used. So far, 
the choice of a particular CFD code depends upon its 
reliability, its ease of use, and technical support. How-
ever, it is difficult to find a CFD code that meets several 
requirements. 

Figure 1 shows two of the essential components for 
a complete CFD system. Problem setup is considered to 
be one of the difficulties in working with CFD codes. 
Simple modifications in problem definition often re-
quire extensive alterations to these formats. Generally, 
users are required to be trained by the code suppliers to 
enable them to model the problem correctly and to use 
the various options available in the code efficiently. It is 
difficult for a user to be familiar with several codes. 
Therefore, the need to develop an expert system for 
CFD codes is being increasingly felt. To a certain 
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• 3D3U
• ACE-U 
• ACUSOLVE
• AIRFLO3D
• ALPHA-FLOW
• ANSYS
• AUTOCFD
• BAGGER
• CFD-ACE
• CFD++
• CFL3D
• CFX (formerly 

  CFDS FLOW3D)
• CFX-5 
• CHAD
• COBALT
• FIDAP

• FIRE
• FLEX
• FLO++
• FLOTRAN
• FLOW-3D
• FLUENT-V4
• FLUENT/UNS-

 RAMPANT-V2 
 (DAVE)

• FLUENT/UNS-
  RAMPANT-V3

• FUN3D
• GASP
• GMTEC
• GUST
• HAWK
• KIVA
• MAGREC

• MULTIBLOCK
• ICAT
• ICU
• INCA
• INS3D
• ISAAC
• KIVA-3 
• LAURA
• LS-DYNA3D
• NISA
• NPARC
• NS3D
• NSU3D
• OVERFLOW
• PAB3D
• PARC
• PHOENICS
• POLYFLOW

• POWERFLOW
• POLY3D
• POPINDA
• RADIOSS
• SPLITFLOW
• STARCD
• TASCflow
• TEAM
• TNO
• TLNS3Dmb
• TRANAIR
• UH3D
• USM3D
• VSAERO / 

  USAERO
• VULCAN
• WIND
• WINDMASTER

extent, some codes in the field of Computational Struc-
tural Dynamics (CSD) provide facilities to check the 
grid. However, they are not supported by Intelligent 
Systems (IS). Codes such as MSC/PATRAN permit the 
creation of input files to run various analysis codes. It is 
this kind of pre- and post- processor that is needed for 
CFD codes. Jambunathan, et al. [9], had made an at-
tempt in developing an Intelligent Front End (IFE) for 
CFD packages. However, the interface was only text-
based and tied to a specific code, PHOENICS. 

Additionally, there are many CFD codes developed 
by various government organizations and private com-
panies. A list of a few commercially and publicly avail-
able CFD codes is given in the table below.

The volume of relevant CFD codes increases the 
challenge for a design engineer to identify the right 
code to solve a given problem efficiently. To get 
through this step, one usually relies upon expert opinion 
and advice. Once a suitable code is identified, the next 
challenge is learning to use it. This is by far the biggest 
problem that faces any engineer who is trying to use a 
CFD code. It takes a long time to reach the confidence 
level needed to produce reliable results. Hence, it is 
important to develop a CFD system that can assist a 
user who may not be an expert in CFD analysis or nu-
merical modeling. Analytical Services & Materials, Inc. 
(AS&M) has utilized its comprehensive technical ex-
pertise in building and developing the UPMS system. 

AS&M’s software development history dates back 
to its inception in 1983. Since then, AS&M has steadily 
enhanced its software development capability by intro-
ducing improved practices and procedures for Software 
Engineering, Project Management, Configuration Man-
agement, and Quality Software Assurance. In 1997, 
AS&M’s Software Engineering practice was assessed 
as being at a level equivalent to Level 3 of the Capabil-
ity Maturity Model instituted by the Software Engineer-
ing Institute (SEI).  

AS&M’s Software Engineering Division follows 
an ISO 9001 compliant quality system. This is a proac-
tive system which ensures that software developed at 
AS&M is designed, coded and tested following defined 
practices. It is also a third party guarantor to buyers. 
ISO 9001 ensures that the software operates as ex-
pected. AS&M has applied these practices to the devel-
opment of Graphical User Interfaces (GUIs), Database 
Applications, NDE Applications, CFD, Structural and 
other Engineering Applications for NASA, U.S. Army, 
U.S. Air Force, and others. We have utilized these 
software processes for the development of the Unified 
Process Management System (UPMS).

Technical Objectives 
The purpose of this project is to create a UPMS for 

CFD analysis that provides expert guidance through a 
highly interactive GUI. The objective of the UPMS was 
to offer detailed advice on grid quality, solver algorithm 
choice and parameter settings for specific flow regimes. 
The major features of the UPMS are:

1. A unified expert system embedded in a GUI,
which provides interactive assistance with 
problem setup, grid optimization, and setup 
verification.

2. Interactive grid manipulation and adaptation.

An additional benefit to CFD developers will be 
the encouragement of CFD input/output standard-
ization, since a code developer could obtain a mature 
expert system for his/her code by adopting any of the 
supported CFD formats.

The objective of the proposed effort is to provide 
an expert system that will notify the user of problem 
areas and offer corrective measures. The system will 
aid in the selection of the most efficient solution 
schemes, turbulence models, chemical reaction simula-
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tion, and adaptive grid capability for obtaining flow 
solution. Currently, there is no CFD package available 
that integrates a unified expert system with a GUI that 
uses an advanced CFD solver. Furthermore, GUI sup-
port for CFD codes exists primarily within expensive 
stand-alone commercial codes that, unlike an open uni-
fied approach, does not aid in the use and development 
of the many existing CFD codes. Thus, the novel ap-
proach of integrating an expert system, grid modifica-
tion tools, and the preparation of input files to a group 
of advanced Navier-Stokes codes will greatly benefit 
the industry and the academia as well. The capabilities 
of the UPMS include:

1. An expert system which guides the user 
through all the aspects of problem setup.

2. Online help to give the user information and 
recommendations for using a particular CFD 
code.

3. Capability to work with other CFD codes and 
more utilities to enhance the pre- and post-
processing of CFD codes.

4. Adaptive grid capability to match the 
computational grid to the changes in the flow 
condition for a wide range of Mach numbers 
and flow physics.

The above capabilities of UPMS will provide a 
powerful CFD pre-processing tool that would signifi-
cantly save user time in terms of problem setup, grid 
modification, and repeated processing with minor 
changes in problem set-up. The PAB3D code is avail-
able from AS&M. CFL3D and TLNS3D can be re-
quested from NASA Langley.

Applications and Key Innovations
The UPMS was constructed in its complete form of 

GUI using JAVA, FORTRAN, and C computer lan-
guages. The UPMS consists of two packages. The first 
package is a unified preprocessing approach for 
PAB3D-CFL3D-TLNS3D CFD codes. The second 
package is grid manipulation, adaptation and a quality 
assessment tool. The significance of this work is its 
flexibility in allowing CFD grid structured codes to be 
coupled with the UPMS without any modifications 
whatsoever to the CFD solvers. In addition, the UPMS 
provides expert guidance to users.

By making CFD tools more robust while also im-
proving the accuracy and providing physical insight to 
the user, the UPMS will increase the commercial viabil-
ity of CFD as a useful design tool. Major industries that 
use CFD codes include aerospace, automotive, bio-
medical, electronics packaging, manufacturing, and 
civil engineering. Computational efficiency is the key 
in producing quality CFD results quickly enough to be 
economically viable to commercial design engineers. 

Inexperienced users may pose grossly inefficient prob-
lems due to poor grid design and/or algorithm setup. 
The commercial value of an expert UPMS is that its 
detailed feedback and automatic grid modification ca-
pabilities allow novice users to quickly gain experience 
in properly posed CFD analysis. 

CFL3D and TLNS3D are some of the CFD codes 
that were developed under NASA funding. Most of the 
users of a particular CFD code also use other CFD 
codes for comparison. However, learning to use a new 
code may be time and cost prohibitive even though the 
new code may be appropriate for a particular problem. 
The major key innovations for the UPMS are:

- Expert system and object-oriented approach.
- Dialog box GUI for problem setup.
- Platform independent Java byte-code. 
- Problem setup with limited information.
- Quality control and consistency. 
- Common background master process.
- Simple project file available for the next 

project engineer.
- Short process time and small cost.
- Use of various CFD codes.
- Grid adaptation and manipulation.
- Automatic documentation of code-independent 

project/problem setup in engineering terms.

Experts will also benefit by the ability to quickly 
switch between different CFD codes to obtain the best 
fit for the flow regime under consideration, thus mini-
mizing design cost. CFD software developers will bene-
fit from the commercial quality front ends offered by 
the UPMS to their research codes. Engineers will be 
able to use CFD codes more effectively. The following 
are a few of the benefits offered by the: 

- Allows engineers to use several CFD codes.
- Speeds up the technology transfer of CFD 

codes to the public as they become easier to 
use.

- Reduces the technical support for each code as 
users can utilize the online help provided by 
the expert system.

- Provides a universal case file which can be 
used to generate input files for any particular 
CFD code.

- Keeps information that can be stored for later 
use or sent to another organization, or can be 
grouped to simulate the same problem using 
another CFD code.

- Builds a library of standard test cases. The in-
put library will provide the user with direct 
access to a large and growing database of 
problem setup and input files.

- Offers demonstration or teaching examples as 
a starting point for the novice.
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Figure 2a: Flexible I/O for Unified Process 
Management System

Unified CFD Interface
The system interface is composed of the work-

space, screens, pull-down menus, tool bars, context-
sensitive help and online user manual. It will be possi-
ble to save the workspace (the state and data of the 
model) at any time to a named file, and to retrieve a 
previously saved state and contents at any time to re-
sume work. The GUI’s screens use clear, natural lan-
guage descriptions, labels and instructions to commun-
icate with the user. The dialog boxes also provide the 
available choices to the user in combo-boxes or list 
boxes for the user to select. Data is validated during 
data entry. The expert system operates in both the 
UNIX/X-Window environment and Microsoft Win-
dows environment, employing the industry standard 
interfaces of the Java computer language. The choice of 
the Java programming language provides a highly port-
able object-oriented code. UPMS supports commonly 
available graphics systems such as MS Direct-X, Unix 
X and OpenGL. 

The design philosophy is to have the system direct 
the automatic creation of general elements of the input 
files and then have the user supply the minimum 
amount of information to complete the physical and 
numerical specification of the simulation.  The UPMS 
interface for PAB3D, CFL3D and TLNS3D contains 
the following essential components:

- Flexible GUI I/O and object oriented proce-
dure.

- Unified CFD solver setup for PAB3D, CFL3D 
and TLNS3D. 

- Fast problem setup with minimum knowledge 
of the problem.

- Expert help and verification of the setup integ-
rity.

- Online Help and up-to-date documentation of 
selected CFD codes with step-by-step online 
tutorials for problem setup.

Flexible Input/Output (I/O)
Starting a new project can proceed through a very 

fast and accurate procedure to setup geometry informa-
tion with limited knowledge of the problem. This auto-
mated procedure, known as AutoG3d, is a very fast 
process as it takes less than one minute to produce a 
draft boundary conditions file with over 90% accuracy, 
for 5 million grid points using PIII/600Mhz CPU. The 
information generated by AutoG3d has a 90% accuracy 
rate in producing boundary condition data. We are in-
vestigating other methods which can improve the accu-
racy to a perfect automatic patching processor. We will 
add more import options to allow users to use formats 
such as grid generation or geometry files. The UPMS

I/O is flexible and it allows three-input and two-output 
formats (Figure 2a). The three-input formats are:

1. Start old project.

- Import any of the three CFD codes: 
PAB3D, CFL3D or TLNS3D.  Users will 
need the CFD code control files and grid 
file.

- Load a project in the UPMS format. Input 
to this form through the project name and 
grid file.

2. Start a new project with the grid file and the 
essential boundary conditions (wall, symme-
try, inflow and outflow). In this mode, the 
UPMS will utilize the AutoG3d software de-
veloped by Dr. Paul Pao at NASA Langley to 
automatically generate boundary condition 
with minimum knowledge of the geometry.  

The two-output formats are:

- UPMS format. Users do not need to fix all 
the issues or complete the project in order 
to save in this format.

- Full set of input files to drive any one of 
the three CFD codes: PAB3D, CFL3D or 
TLNS3D. However, verification of the in-
formation will be checked, and will allow 
the users to fix any issues before export-
ing. 

UPMS uses a common background master process 
as shown in Figure 2b. The common data is automati-
cally stored in this record even as the user works in any 
of the CFD codes. Each of the CFD code data is a sub-
set of the master record. This will facilitate the 
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Internal Representations
(CASE FILE)

Grid, Boundary C onditions,
Initial Conditions, Solution
Methods, Analysis Specific

Information, Analysis
Results

Generate
Input
Files

Read
Analysis

Files

Analysis

PAB3D

Future
Codes

TLNS3D

CFL3D

Master Record

 

Figure 2b: Unified CFD Solver Setup for PAB3D, CFL3D and 
TLNS3D CFD Codes

flexibility of translating to any CFD 
code format without the knowledge of 
the original source of information. It is 
always a one-way translation from 
UPMS to the required CFD code output.

Unified CFD Solver Setup With 
Expert Help
UPMS utilizes a simple GUI in 

common engineering terms and limited 
number of panels. Each panel is labeled 
as shown in Figure 3. (Different num-
bers of panels are used for each of the 
CFD modes.) In the PAB3D mode, the 
user can access six panels (Boundary 
Conditions, Flow Initial Condition, 
Flow Boundary Conditions, Viscosity, 
Solver and Post). CFL3D uses four pan-
els (Boundary Conditions, Flow, Viscosity and Solver). 
TLNS3D uses only the Boundary Conditions panel. 
Each of these codes has different levels of complexity. 
Also, not all of the capabilities of these CFD codes are 
included in the UPMS, based on the communications 
we have had with CFD code developers. It is beyond 
the scope of this report to explain the details of each 
panel and its relations to a specific CFD code. 

Most CFD codes have several options for numeri-
cal scheme or turbulence models. It is very difficult to 
choose an option without prior experience. We added a 
layer to the UPMS (Figure 4), which gives the users a 

fast display of the expert recommendation of options 
for a selected class of aerodynamic problems. These are 
preset values for the numerical scheme (Solver) and 
turbulence models (Viscosity). Also, users will be able 
to set their own preferred options for specific problems. 
The UPMS saves a set of options in a configuration file 
that can be used later for other projects.

The software will check for setup integrity as it 
translates from one CFD code to another. It will prompt 
the user with a dialog box that contains the unresolved 
conditions, as shown in Figure 5. The report is designed 
to give either a short or a full display throughout the 
different layers. The last report level contains the block, 

Title Bar

Panel Tabs

Current Panel
(Viscosity)

Status BarAction log

Display panel

Main Menu

Figure 3. Simple GUI Dialog Box
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Unresolved Conditions Boundary Conditions Report

Detailed Report

Figure 5. Verification of the Setup Integrity

Figure 4: Expert Help for Viscosity and Solver Setup

face and subface locations that were not resolved. Users 
will be able to resolve these values through a simple 
dialog. Users will be able to set either one or multiple 
values with one click. The unresolved condition is clas-
sified in its proper class which will simplify the user’s 
choice and avoid any choice of incorrect conditions.

Online Help
We have made the design and display of UPMS 

very simple to read and operate. Through this simple 
design, we provide the users with several ways to un-
derstand the process of the UPMS. Online help and full 
documentation are available with the software. The 
online help shown in Figure 6 provides a fast explana-
tion of the UPMS operations using embedded HTML 
with the software. Also, users will have access to the 
latest manual for the selected CFD. UPMS will direct 
the users to the latest website that corresponds to a par-
ticular CFD code.  Some tutorials are provided in our 

website: 
http://www.asm-usa.com/software/UPMS.html. 
These tutorials contain step-by-step procedures for the 
problem setup using the UPMS software. We have also 
provided the tutorial with a complete solution for CFD 
code PAB3D. We continue to update this website with 
additional information as we upgrade the UPMS soft-
ware. The website also describes how to set up the 
UPMS software for use with different operating sys-
tems. The setup is very simple as there is only one 
package for each operating system.  

UPMS Examples
Two examples of UPMS are shown in this section. 

One is for starting a new project and the other for tran-
sitioning from one CFD package to another. These ex-
amples show the efficiency and capability of the UPMS 
to handle complex problem setup. These problems are 
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Figure 8. 108 Blocks CFL3D Case Simulated 
Using PAB3D CFD Code

considered to be above average in the number of blocks 
or grid size.

We used UPMS to set up a new project for a 16 
million grid points and 39 blocks case with very limited 
information about this problem (see Figure 7). We were 
able to successfully complete the setup for PAB3D in 
less than 6 hours instead of 2 weeks by hand. Using 
AutoG3D, we were able to set up close to 90% of the 
boundary conditions. UPMS displays individual or mul-
tiple blocks as well as faces or sub-faces. This capa-
bility helps us find the missing information to complete 
the problem setup. The project file now contains all of 
the essential information needed to translate this case to 
any of the other CFD code formats in less than one mi-
nute. 

For Onera M6 wing simulation, we used the 
CFL3D code along with the UPMS. The original grid 
was subdivided into 108 block to test the efficiency of 
the UPMS code. We imported the CFL3D control files 
to the UPMS, and then translated them to PAB3D for-
mat. With very simple modifications, we were able to 
export the case in PAB3D format within a few minutes. 
The length of the control file for either PAB3D or 
CFL3D is on the order of 2,000 lines (very complex 
structure). It was generated in less than a minute. We 
used the PAB3D code and obtained the solution that is 
shown in Figure 8. This provides the simplicity of the 
model to work with two CFD codes at the same time. 

Mesh Editor and Adaptation (GridIron)
A general mesh editor has been written to allow the 

user to perform common grid alterations easily without 
having to revert back to a complex grid generation 
package. In keeping with the design philosophy of this 
project, we worked in the adaptive grid capability for 
the UPMS project. A grid adaptation function has been 
integrated into GridIron (GI) for interactive use. The 
adaptation function is based on a one-dimensional 
weighting of grid spacing as a function of the first and 
second derivatives of density. User interaction will be 
very useful since there are four parameters that need to 
be adjusted in achieving the optimal adaptation. Grid-
Iron is a structured interactive grid editor and viewer 
for CFD. GridIron was designed to provide the CFD 
production engineer a means to quickly make im-
provements to an existing grid without having to send it 
back to a grid specialist. Current features include inter-
active grid adaptation and many basic grid-editing utili-
ties. Figure 9 shows a screen shot of the GridIron editor 
showing block-colored no-slip surfaces for Chevron 
with a pylon nozzle. The inset view is an additional 
camera view of the plug tip.

Figure 6. Online Help and Documentation

Figure 7. 39 Blocks and 16 Million Grid Points Example
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Figure 9. Screen shot of GridIron editor showing block colored noslip surfaces for chevron 
with pylon nozzle. Inset view is additional camera view of plug tip.

FILE IO:

Single precision, 
FORTRAN unformatted, 
multiblock, Plot3D grid 
(*.g) and solution (*.q) 
files. The file type is de-
termined by the g or q ex-
tension. GI reads either 
IEEE big or little endian 
binary formats and writes 
in the format that was read. 
Family files (*.fam) may 
also be read from the grid 
dialog, which contains grid 
ranges for display. The 
format is one line per range 
of block (istart iend istep 
jstart jend jstep kstart kend 
kskip). 

ADAPT:

Interactive grid adap-
tation is based on a combi-
nation of first and second 
order derivatives of 
density. A preview mode is 
available in which only the visible plane is adapted. 
Adjustable parameters are: gradient sensitivity (alpha), 
extremum sensitivity (beta), weight function limiter 
(wlim), number of transition cells from adapted grid to 
fixed boundary and grid smoothing cell increment.

The grid adaptation formulation is a one-
dimensional formulation in logical coordinates and may 
be repeatedly applied for adaptation in all three compu-
tational directions. The formulation is based on that of 
Thompson, et al. [10], where a weighting function (W) 
is based on a function of first and second derivatives of 
density.

{ } )1(1W 222
sK ραβ ++=

(1)

Where, [ ] 5.1221 s

sK ρα
ρ

+
=

The subscript s denotes differentiation with respect 
to arc length along the chosen computational coordinate 
I, J or K. Figure 10 shows interactive grid adaption with 
two viewing windows open. Figure 11 shows the origi-
nal and adapted grid shown with density contours.

GRID QUALITY:

Grid quality per block is reported for the following 
quantities: cell volume, Jacobian, 3D skewness, 2D 

skewness, orthogonality, aspect ratio and stretching. 
two viewing windows open. Figure 11 shows the origi-
nal and adapted grid shown with density contours.

GRID QUALITY:

Grid quality per block is reported for the following 
quantities: cell volume, Jacobian, 3D skewness, 2D 
skewness, orthogonality, aspect ratio and stretching.

REORDER BLOCKS:

Multiple blocks may be selected and moved up or 
down in order. The selected block boundaries are high-
lighted.

REORDER DIRECTIONS:

Grid blocks and logical directions may be reor-
dered. In addition to permutation of the logical direc-
tions (IJK), each direction can also be reversed. Note:  
Only uneven permutations (321,213,132) of the grid 
order require reversing the direction of one or all of the 
indices to maintain right-handedness. 

REFINE/COARSEN:

Blocks selected in a list dialog may have one logi-
cal direction dimension changed by either an integer 
factor or by specifying the exact cell dimension. 

CONCATENATE GRIDS:

Any number of external single precision, mul-
tiblock plot3d, big endian, unformatted FORTRAN 
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Figure 10. Interactive grid adaption with two viewing windows open. Red grid is adapted.

files may be grouped to-
gether to form one plot3d 
multiblock file –  which is 
reloaded automatically.

EXPLODE GRID:

Chop current mul-
tiblock grid into single 
block files and write them 
out as 
GI_current_grid_name_bl
ock_number.g 

MERGE GRID DIREC-
TIONS:

Merge multiple 
*single* block grid files 
together along compatible 
grid directions into a sin-
gle file which is then re-
loaded into GI.

EXTRACT GRID 
SUBSET:

Extracts an arbitrary 
subset of current grid. Format of range input file is very 
simple as: (block  i1  i2  i3  j1  j2  j3  k1  k2  k3), where 
1=start, 2=finish, 3=increment. Output is automatically 
reloaded into GI. Using the step increments i3, j3, or k3 
can also use this to quickly coarsen a grid.

SUBDIVIDE BLOCK:

Subdivide the current first block into a specified 
number of equal parts along a given logical direction. 
This tool is useful for breaking blocks for parallel com-
putations. Use together with Explode, Cat and/or Merge 
tools.

Potential Work
We are continually developing more utilities and 

enhancements to the CFD capability at AS&M. As our 
revenue increases from UPMS and PAB3D sales and 
CFD support, AS&M will continue the development of 
more CFD tools. Design of new aerodynamic configu-
ration requires the use of multidisciplinary computa-
tions. It may involve structural analysis, fluid dynamic 
simulation or heat transfer simulation and multidiscipli-
nary analysis. The existing multidisciplinary programs 
are loosely coupled using shell scripts within the multi-
program system [11-13]. Even within one discipline, 
different techniques must be used for efficient simula-
tion. The enhancement of UPMS includes the develop-
ment of a Multi-Program System (MPS) that utilizes the 
message passing interface (MPI) distributed computer 
library.

The object of the MPS element is to develop a gen-
eral distributed computer system for using one- or 
multi-disciplinary programs on a network of a hetero-
geneous cluster of computers. References [12-13] in-
troduce the distributed computing environment for mul-
tidisciplinary programs. They have developed the 
Framework for Interdisciplinary Design Optimization 
(FIDO). The goal was to develop a general distributed 
computing system for executing multidisciplinary com-
putations on a networked heterogeneous cluster of 

Figure 11. Original and adapted grid with 
density contours
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workstations and massively parallel computers. Salas 
and Townsend [13] have described the major limitation 
with the FIDO, which was developed for a specific ap-
plication - the HSCT design. The sequence of processes 
is hard coded, making it difficult to modify them. The 
lack of documentation and the application formulation 
has made FIDO inaccessible for use by researchers who 
did not participate in its development.  

The UPMS capabilities can be further enhanced by 
adding the following features: 

1. Perfect multiblock automatic patching with
GUI is essential to being able to set up a new 
problem in very short time, i.e., a problem 
should be set up in minutes instead of hours.

2. Full capabilities of PAB3D/CFL3D/TLNS3D 
codes which should be exploited as part of the 
commercialization.

3. Tutorial and step-by-step examples for the 
novice user will make the UPMS a valuable 
tool for university and research organizations. 
The basic work of the UPMS is complete 
which makes it easier to add more CFD (in-
cluding unstructured) codes to the system.

4. The concept of UPMS can be used with other 
computational analysis methods such as struc-
tured and thermal analyses, as shown in Figure 
12. Multi-disciplinary analysis becomes essen-
tial in the design of new aerospace configura-
tions. UPMS can be a very promising ap-
proach in multi-disciplinary analysis.

The design features of the UPMS concentrates on 
creating an easily expandable and maintainable pro-
gram. We anticipate adding many new features in the 
future. Some of the interfaces may be such that their 
form, function, or interfaces cannot be determined in 
advance. Consequently, we have emphasized modular 
interfaces and flexible architecture. The UPMS main-
tains a general case information database that is capable 
of being translated to any CFD solver with the code-
specific parameters automatically filled with appropri-
ate default values. The utility of this dual lan-
guage/interface approach makes the UPMS totally in-
dependent of the CFD programs it drives. This affords 

the CFD users and developers maximum flexibility 
because they can utilize the UPMS to generate the ini-
tial input files and then run the codes in batch mode. 
Also, CFD developers need not relinquish control of 
their codes or even collaborate in any way with the 
UPMS developers, since no source code modifications 
are necessary. A well-known and successful example of 
this approach to software development is the PostScript 
interpreter Ghostscript and companion front ends 
Ghostview (Unix) and GSView (Windows). In the fol-
lowing sections, we will describe the work completed.CFD Analysis Thermal Analysis

Structural Analysis

Figure 12. Expand the UPMS to More Disciplines
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